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Abstract—Human Brain is always a fascinating area of study
among researchers, and increasing research due to the increasing
awareness and advancement in technology such  as  functional
Magnetic Resonance Imaging (fMRI) to quantify functionality of
the brain.  fMRI has been the widely popular powerful  tool  to
determine the cognitive states. The vibrant importance of fMRI
are  non-invasive  process  and  found  to  be  effective  tool  to
diagnose medical disorders. Data is captured during fMRI does
have high dimension and noise,  hence employment of Machine
Learning would be the productive choice to see the patterns in
the data. Here we have 3D time-series data of subjects those are
engaged in well-defined cognitive tasks. We design methods for
classification between the cognitive tasks. Two methods have been
carried out for finding the discriminating voxels for classification.
(a)  Pivotal  voxels:  Classification  strength  of  each  voxel  is
obtained and the best performing voxels are identified based on
an  empirical  threshold,  labelled  here  as  pivotal  voxels. (b)  t-
discriminating voxels: Two sample t-test is implemented for each
voxel and those voxels with the lowest p-value, tagged here as t-
discriminating voxels. We have used Public datasets: Probid, in
which  three  cognitive  states[5  subjects]  (i)  Viewing  pleasant
images  (ii)  Unpleasant (iii)  Neutral  images,  we  have  10  brain
volume for each subject.
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I.  INTRODUCTION

Brain  function  is  interesting  subject  for  neuroscientist,
psychologist, thanks to the state of the art  research that has
pushed  fMRI  to  reach  the  potential  so  that  it  can  capture
images  of  neural  activity  with  high  spatial  and  temporal
resolution.  It  has  reached  far  distance  since  when  it  was
pioneered, it is huge significant encouragement over the last
decade from the advancement in  Imaging techniques , a brain
imaging method that has done the remarkable job to capture
the  neural  brain  activity  of  human  subjects  at  high  spatial
resolution (several millimeters), across the brain volume. The
benefits of fMRI are non-invasive and  found to be effective
tool  to  diagnose  medical  disorders.Data  is  captured  during
fMRI does have high dimension and noise, hence employment
of Machine Learning would be the productive choice to see
the patterns in the data. This has beed used to state a variety of
studies on human brain, like frontal cortex is involved during
working  memory  that  could  help  in  storing  digits  for  very
short duration and could help to improve mathematical ability.
There  are  other  medical  challenges  such  as  Autism  and
Alzheimers which is growing and pose a serious dedication
among doctors, hence fMRI is the one of the powerful tool to
analyze and find the biomarkers of these diseases. 

II. FUNCTIONAL MAGNETIC RESONANCE IMAGING

Functional  Magnetic  Resonance  Imaging  (fMRI)  is  a
technique using Magnetic  Resonance scanner that  combines
magnetic  fields,magnetic  gradients  and  radio  waves  to
captures the 3D volume of brain. The priniciple behind fMRI
is  to  obtain  the  Blood  Oxygen  Level  Dependent  (BOLD)
contrast.  It  means,  fMRI  measures  the  ratio  of  oxygenated
blood to deoxygenated blood with respect to a control baseline
at relevant points on a 3 dimensional grid.

 Local neural activity is captured by change in blood flow.
It has been observed that activation of a brain area produces an
increase in neuronal metabolism, accompanied by an increase
in  blood  fow  and  blood  volume.  To  obtain  the  neuronal
metabolism in a local area (depending upon the activity being
performed), the brain has to maintain an adequate supply of
oxygen and glucose.

III. STATE OF THE ART

There is enough work done in the literature of fMRI, the
beginning era of investigating the brain using fMRI study [2],
had  shown  to  distinguish  cognitive  states  that  represent
distinct tasks, such as observing a sentence/picture, reading an
ambiguous/non ambiguous sentence etc. Variety of problems
in  machine  learning  require  deep  analysis  because  of  high
dimension and noise in the data, and very few availablility. In
[3], the employment of classifying brain states is understood
as  mechanism  for  feedback  in  real  time  to  control  the
stimulus . In this [4], identifies the challenges for finding the
optimal features selection using analysis of algorithms. In [5],
the  researchers  grouped  a  variety  of  classifiers for  optimal
performance.  In  [6],  a  new  group  of  classifiers called
Generalized Sparse Classifiers  to address  the issue of  over-
fitting, due to the large-dimensional data. In this study  [7], the
authors have designed in such a way that the phases of feature
selection and classification are collected as one step. Support
Vector Decomposition Machine is prominent machine learning
algorithm that is employed so that reduction of dimensional
could help to acheive the best classification. In [9], Corelation
between features are detected by approach as  Random forest
which helps to get the cloud of informative regions providing
patterns  for  predictive voxels  that  can be interpreted.In [8],
Reducing the no of features that are having low importance,
Recursive Feature Elimination plays a important contribution
in  which  Support  Vector  Machine  is  behind  the  scenes.
Several research groups have studied to localize the Region of
Activation [2].
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Our focus is to identify the optimal feature selection and
regions of activation.

IV. METHODOLOGY

A. Pivotal voxels : Pivotal voxels are those voxels that can be
identified after the voxel wise analysis, each voxel is 
analysed so that it comes into best -classfying voxel. Here 
below is the method to find such voxels.

(a)  Single  voxel  classification  of  the  two  considered
cognitive  states  is  carried out.  We  employ  the  Leave-One-
Example-Out validation scheme,  where we use all  available
examples for training the classifier with the exception of one
that is used for testing. This is repeated for all the examples in
a  particularsubject  and  the  accuracy  of  the  classification  is
calculated by the number of correct predictions.

(b) For each voxel, we measure the classifying accuracy with
threshold , if it comes under the threshold category, we mark it
as pivotal voxels, hence i voxels are selected from j voxels.

For finding an empirical threshold value of classification
accuracy, we follow the below process.

(a) We have initiated with randomly chosen value and that
value  is  increased  and  decreased  so  that  we can  identify  a
effective threshold value.  

(b)  In  each  iteration,  for  every  distinct  value  of  threshold,
separate  sets  of  pivotal voxels  are  obtained.  The  average
misclassification error over all subjects is computed for each
separate set of pivotal voxels.

B. t -discriminating voxels :For each voxel, a two sample t-
test is applied to compare the voxels fMRI activity of one 
cognitive task with respect to other cognitive task. We test 
the alternative hypothesis that the population means are 
not equal, and then n voxels are selected with the lowest p-
value, and are called as t-discriminating voxels.For 
selecting the n voxels, we have performed the following 
iterative procedure

(a) We have initiated with randomly chosen m voxels with
lowest  p-values and note the accuracy of classification with
these  voxels,  repeat  the  process  with both,  increasing  and
decreasing range of m.

(b)  The  best  performing  set  of  voxels  are  set  as  n  t-
discriminating voxels.

V. DATASETS AND EXPERIMENTAL RESULTS

A. Dataset

Probid - Real fMRI data sets available at the website [10]
is the second dataset  used to assess the performance of  the
proposed scheme.

 In this  data,  there is  three visual  tasks performed by a
Subject, the stimuli were presented in an event-related fashion.
There  were  three  different  active  conditions:  viewing
unpleasant  (dermatological  diseases),  neutral  (people)  and
pleasant  (pretty  girls  in swimsuits)  images,  and  a  control
condition  (fixation)  [11].  The  stimuli  were  presented in  a
random order according to a randomized design. There were
10  image  presentations  (events)  of  each  condition.Data  is

available  as  a  time  series  of  3-D  brain  volumes, of  size
79x95x69, collected over 121 time points.

We have used Probid toolbox [11] for pre-processing the
data,  after  preprocessing  ,we  are  having  total  of  10  brain
volumes available from each subject (10 volumes per class).
The number of voxels per subject was 2,50,000. Yielding an
input  feature  matrix  [10  ×  250000]  for  each  subject  per
class.We  have  performed  classification  by  taking  all  the
examples from all subjects per class and forming a matrix [50
× 250000] per class. Subject-wise classification is not carried
out due to non-availability of required data.

B. Classifiers and Statistical Techniques

In this section, we have explained two classifiers and one
statistical  method  that  are used  in  our  experiments  and
defining about cross validation method and data preparation.

(a)  Gaussian  Naive Bayes  classifier(GNB) -  A Gaussian
Naive Bayes algorithm is a extended version of naive bayes
algorithm.  It’s   used  often  when  the  features  are  posessing
continuous values  and  also assume that  all  the  features  are
supposed  to  have  a  gaussian  distribution  i.e,  normal
distribution.

(b)  Support  Vector  Machine  Support  vector  machine  is
most popular Machine learning algorithms and belongs to the
class of supervised learning algorithms which is widely used
in two class  classification  problems.  The basic  principle  of
Support Vector machines in its simplest form is that it projects
the  input  vector  to  be  classified  as  points  in  a  high-
dimensional space and finding a line that separates them.

 The distance from the separating hyperplane to the nearest
vector  is  the  margin  and SVM  selects  the  separating
hyperplane  margin  that  is  at  maximum  distance  from  the
support vectors. This effectively maximizes SVMs capability
to predict the correct classification of testing samples. There
are  cases  where  the  data  cannot  be  separated  by  a linear
hyperplane, instead the separating hyperplane turns out to be a
single point which is of no used for any type of classification
or regression problem. Hence a mathematical function called
the  kernel  function  is  used  in  SVM  to  perform  a  higher
dimensional classification of an input vector which is of lower
dimension.  Different  types of  kernel functions are available
based on which the separating hyperplanes can be obtained in
higher dimension. Most popular kernel  functions are Linear
Kernel, Polynomial Kernel, Radial Basis Kernel and Gaussian
Kernel.

(c)  t-test  It  is  a  widely  used  statistical  technique  in
neuroimaging  that  is  used  to  detect  brain areas  which  are
relevant  for  a  particular  cognitive  task.  A t-test  is  any  test
where the quantity measured (derived from a set of samples)
has a Student T distribution if the null hypothesis is true. It is
applied when the population follows a Gaussian distribution
but  the  sample  size  is  too  small  for  statistic  purposes
(quantitative measurement). It  is often used to compare two
small  sets  of  quantitative  data  when  samples  are  collected
independent of one another.

C. Experiment on Probid Data

In this work, we classify cognitive datasets (i)  a subject
viewing  pleasant  image  or Unpleasant  image  (ii)  a  subject
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viewing  pleasant  image  or  neutral  image  (iii)  a  subject
viewing unpleasant image or neutral image.

(a) Implementation of different Methods

Following are the three different methods that help us to
classify these cognitive classes

(i)Pivotal Voxels : Pivotal voxels are selected after setting
a  threshold  value  between two cognitive  states  in  all  three
datasets of classification. For establish a threshold value, we
have  tried  some  values  as  shown  in  Fig  5.1.  We  have
obtained .6 as the threshold that is consistent in all three sets.
We have  selected  after observing  the  accuracy  in  both  the
classifier  and  number  of  voxels.  Classification using  SVM
yielded than 90% in two datasets pleasant versus unpleasant
and unpleasant versus neutral.

(ii) t-discriminating voxels : We run t-test on three sets and
selected the voxels on the  ascending order of p-values, we
have tried 20 different random values as shown in Fig 5.2. We
have successfully obtained accuracy more than 90 % in two
sets.

(b) Discussion

Here, we classify three sets of cognitive states.

1. Pleasant versus Unpleasant

2. Pleasant versus Neutral

3. Unpleasant versus Neutral

We have classified (i) &(iii) with 90 % accuracy and (ii)with
about 85%. We have obtained more than 90% accuracy in (i)
and (iii) using SVM with pivotal voxels and t-discriminating
voxels. Pivotal voxels outperforms t-discriminating voxels and
SVM gives better result than GNB.

Fig 5.1 : Accuracy of classification in all three sets at different
threshold

Fig 5.2: Accuracy of classification in all three sets and voxels
are selected with ascending order of p-values

VI. FUTURE WORK

In  our  work,  we have  done univariate  analysis  on fMR
data, we can extend this work with multivariate analysis on
voxels  and  could  find  the  correlation  involved  among  the
regions.

We have worked on few subjects, there are many datasets
available publicly in which subjects are more than 100. And
futher  we  can  work  on  medical  disorders  such  as  Autism,
Alzheimer's.
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